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Abstract: Multiphysics and multiscale simulations often need to solve discretized sparse algebraic
systems that are highly indefinite, nonsymmetric and extremely ill-conditioned. For such problems,
factorization based algorithms are often at the core of the solvers toolchain. Compared to pure iter-
ative methods, the higher computation and communication costs in factorization methods present
serious hurdles to utilizing extreme-scale hardware. I will present several research vignettes aimed
at reducing those costs. By incorporating data-sparse low-rank structures, such as hierarchical
matrix algebra, we can obtain lower arithmetic complexity as well as robust preconditioner. By
replicating small amount of data in sparse factorization, we can avoid communication with provablly
lower communication complexity. By means of asynchronous, custermized broadcast/reduction, we
can reduce the dominating latency cost in sparse triangular solution. The effectiveness of these
techniques will be demonstrated with our open source software STRUMPACK and SuperLU. ¡br¿
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