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Regression unulysus

FITS A STRAIGHT LINE TO
THIS MESSY SCATTERPLOT.
Z 1% CALLEP THE
INPEPENPENT OR
PREDICTOR VARIABLE, AN
16 THE PEPENPENT OR
SPONSE VARIABLE, THE
RESRESSION OR PREPICTION
LINE HAS THE FORM

y = atbz

https://madhureshkumar.wordpress.com/


https://madhureshkumar.wordpress.com/

CURVE-FITTING METHODS
PND THE MESSAGES THEY SEND

"HEY, T DDA "L UANTED A CURVED
REGRESSION. LINE, 50 T MADE ONE
UITH MATH

“LOOK, IT'S GROWING “I1 SOPHISTICATED, NOT
UNCONTROLLABLY™ LIKE. THOSE BUMBLING
POLYNOIIAL PEDPLE

https://xkcd.com/

"LOOK, IT'S
TAPERING OFF!"

“IM MPKING A
SCATTER PLOT BUT
L DONT WANT TO!



https://xkcd.com/

Three ways to view the same thing

(X17Y1)7"' 7(Xn7}’n)

1. Purely data, no probability structure assumed.

(X17 Yl)a . 7(Xf77 Yn)

2. A random sample of size n, where Y; follows a distribution depending
on X; which is deterministic.

(X17 Yl): o 7(Xf77 Yn)

3. A random sample of size n, where (X, Y;) follow some joint distribution.
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