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$$
\begin{gathered}
\Downarrow \\
\rho_{X Y}=\frac{\sigma_{X Y}}{\sigma_{X} \sigma_{Y}}
\end{gathered}
$$
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Proof. (a)

$$
|\rho(X, Y)| \leq 1
$$

$\Uparrow$

$$
\begin{aligned}
|\mathbb{E}((X-\mathbb{E}(X))(Y-\mathbb{E}(Y)))| & \leq \sqrt{\operatorname{Var}(X) \operatorname{Var}(Y)} \\
& =\sqrt{\mathbb{E}\left((X-\mathbb{E}(X))^{2}\right)} \sqrt{\mathbb{E}\left((Y-\mathbb{E}(Y))^{2}\right)}
\end{aligned}
$$

which is nothing but the Cauchy-Schwartz inequality.
(b) In the Cauchy-Schwartz inequality, the equality holds if and only if for some $a \neq 0$,

$$
X-\mathbb{E}(X)=a[Y-E(Y)]
$$

namely,
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X=a Y+b, \quad \text { with } \quad b=\mathbb{E}(X)-a \mathbb{E}(Y)
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(b) In the Cauchy-Schwartz inequality, the equality holds if and only if for some $a \neq 0$,

$$
X-\mathbb{E}(X)=a[Y-E(Y)]
$$

namely,

$$
X=a Y+b, \quad \text { with } \quad b=\mathbb{E}(X)-a \mathbb{E}(Y)
$$

In particular, $\boldsymbol{a}>0$ corresponds to the case $\rho(X, Y)=1$ and $a<0$ to $\rho(X, Y)=-1$.

## Estimating $\rho(X, Y)$

- Sample correlation coefficient
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\begin{gathered}
\rho(X, Y)=\frac{\operatorname{Cov}(X, Y)}{\sqrt{\operatorname{Var}(X)} \sqrt{\operatorname{Var}(Y)}} \\
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\Downarrow \\
R=\frac{n \sum_{i=1}^{n} X_{i} Y_{i}-\left(\sum_{i=1}^{n} X_{i}\right)\left(\sum_{i=1}^{n} Y_{i}\right)}{\sqrt{n \sum_{i=1}^{n} X_{i}^{2}-\left(\sum_{i=1}^{n} X_{i}\right)^{2}} \sqrt{n \sum_{i=1}^{n} Y_{i}^{2}-\left(\sum_{i=1}^{n} Y_{i}\right)^{2}}}
\end{gathered}
$$

Pearson product-moment correlation coefficient

Sample correlation coefficient

Thm.

$$
R^{2}=1-\frac{S S E}{S S T}=\frac{S S T-S S E}{S S T}=\frac{S S T R}{S S T}
$$

where

$$
\begin{gathered}
\text { SSE }=\sum_{i=1}^{n}\left(Y_{i}-\widehat{Y}_{i}\right)^{2}, \quad \widehat{Y}_{i}=\hat{\beta}_{0}+\hat{\beta}_{1} X_{i} \\
S S T=\sum_{i=1}^{n}\left(Y_{i}-\bar{Y}_{i}\right)^{2}, \quad \text { and } \quad S S T R=S S T-S S E .
\end{gathered}
$$
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Proof

## Adjusted R-squared

Def. The adjusted R-squareed:

$$
R_{\mathrm{adj}}^{2}:=1-\frac{M S E}{M S T}
$$

where

$$
M S E=\frac{S S E}{n-q} \quad \text { and } \quad M S T=\frac{S S T}{n-1}
$$

and $q$ is number of parameters in the model.
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