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Abstract: Information retrieval has made significant progress in returning relevant results for a
single query. However, much search activity is conducted within a much richer context of a current
task focus, recent search activities as well as longer-term preferences. For example, our ability to
accurately interpret the current query can be informed by knowledge of the web pages a searcher
was viewing when initiating the search or recent actions of the searcher such as queries issued,
results clicked, and pages viewed. We develop a framework that enables representation of a broad
variety of context including the searcher’s long-term interests, recent activity, current focus, and
other user characteristics. We then demonstrate how that can be used to improve the quality of
search results. We describe recent progress on three key challenges in this domain: mining con-
textual signals from large scale logs; understanding and modeling the combination of short-term
and long-term behavior; and learning a more robust model that mitigates the risk of applying the
contextual model when a simpler model would suffice.
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